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Exercise 1:
The Itakura-Saito divergence is defined by

d
Dis(p,q) = Z (% —ln% — 1) , where p,q € R .
i=1 ! '

Show that Djg is a Bregman divergence associated to the (differentiable and strictly convex
function) ¢rg(t) = 3¢, In .

Exercise 2:
Prove the following statements.

(a) Let Dy be a Bregman divergence on domain S C R? Show that for all p,¢ € S and
0 < X <1 we have

Dy(Ap+ (1= Ng,7) < ADs(p, ) + (1 = A)Dy(g, 7).

(b) Let ¢, : S — R be differentiable, strictly convex functions and let «, 5 > 0 be arbitrary.
Then we have
Dagipy = Dagp + Dy

Hint: V(ag + Bi)(t) = aVe(t) + BVY(t)

(x) Exercise 3:
A k-clustering C = {C},...,Cy} is called linear separable if every two distinct clusters are
separated by a hyperplane H, i.e., for each i, j, i # j, there exist some a,b € R? such that

C;CH"={zeR?|a"z <b}

and
C; CH ={reR|a"z > b}

Let C = {C},...,Cy} be a k-clustering with respect of a Bregman distance D,. Prove that C
is linearly separable by defining the hyperplanes that separate the clusters.



