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Exercise 1:

Consider the DTM M = (Qu 2, F7 5: 40, Qreject Qreject) with Q - {CIO, q1, 42, 43, Qreject Qreject}y
¥ ={0,1}, ' = ¥ U {>,U} and transition function § defined by

0:  (go,>) = (q0,>, R), (¢1,>) = (q1,>, R),
(90,0) = (q1,U, R), (¢1,0) = (q1,0, R),

(90, 1) = (Greject 1, R), (@1,1) = (@1, 1, R),

(0, 1) = (Greject; U, R),  (q1, 1) = (g2, 1, L),

(g2, >) = (2, >, R), (g3,>) ¥ (3,1, R),
(42,0) = (@reject 0, 1), (43,0) = (g3,0, L),
(g2,1) = (g3, U, L), (g3,1) = (g3, 1, L),
(g2,1) ¥ (g2,1, L), (g3, 1) — (qo, L, R).

Determine the consecutive configurations of the DTM M on input w; = 010101 as well as on
input we = 000111. Which language does the DTM M decide?

Exercise 2:
Consider the following language

L={0""|neN} .
Construct a DTM M which decides L. Show that L € P.

Exercise 3:
Consider the following complexity class

DTIMESPACE((t(n), s(n)) = {L c {0,1}"

There exists a DTM which decides L
in time O(t(n)) and in space O(s(n)).

What is the difference to the class DTIME (¢(n)) NDSPACE(s(n))? Which inclusion rela-
tions exist between these classes?



Exercise 4:
Consider the BFS algorithm and analyze its space complexity.

Algorithm 1: Breadth-First-Search:

Input : (G =(V,E),root €V)
foreach v € V ;

do

v.distance := oo;

v.parent := null;
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5 end
6 Create empty queue Q;

7 Q.enqueue(root);

8

9 root.distance := 0;

10 while @ is not empty: do

11 current := Q.dequeue();

12 foreach v € V' with (current,v) € E: do
13 if v.distance == oo then

14 v.distance := current.distance + 1;
15 v.parent = current;

16 Q.enqueue(u);

17 end

18 end

19 end

Exercise 5:
Explain:

e L € P implies L € P.

e P C PSPACE.

e For all k € N it holds DSPACE;(s(n)) = DSPACE(s(n)).
e SAT € PSPACE.



